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Abstract

Abstract, or disentangled, representations are a promising mathematical framework for efficient and effective generalization in both biological and artificial systems. We investigate abstract representations in the context of multi-task classification over noisy evidence streams – a canonical decision-making neuroscience paradigm. We derive theoretical bounds that guarantee the emergence of disentangled representations in the latent state of any optimal multi-task classifier, when the number of tasks exceeds the dimensionality of the state space. We experimentally confirm that RNNs trained on multi-task classification learn disentangled representations in the form of continuous attractors, leading to zero-shot out-of-distribution (OOD) generalization. We demonstrate the flexibility of the abstract RNN representations across various decision boundary geometries and in tasks requiring classification confidence estimation. Our framework suggests a general principle for the formation of cognitive maps that organize knowledge to enable flexible generalization in biological and artificial systems alike, and closely relates to representations found in humans and animals during decision-making and spatial reasoning tasks.

1 Introduction

Humans and animals can generalize to new settings effortlessly, leveraging a combination of past experiences and world models [43, 44]. Modern foundation models also display emergent out-of-distribution (OOD) generalization abilities, in the form of zero- or few-shot learning [10, 59, 35, 57]. For generalization, it is crucial to have appropriate representations which extrapolate or interpolate previous experiences [67, 35, 38], or the use of task compositionality as an inductive bias [76, 62].

One mechanism for generalization is through abstract, or disentangled, representations [29, 39, 38]. A property of abstract representations is that they preserve the latent structure present in the world in their geometry, i.e. they are low-dimensional, rectangular, and compositional, each axis corresponding to a factor of variation in the data. Then a linear decoder (i.e. downstream neuron) trained to discriminate between two categories can readily generalize to stimuli not observed in training, due to the structure of the representation. From a neuroscience perspective, this corresponds to decomposing a novel stimulus into its familiar attributes, and reasoning based on those. For instance, imagine you are at a grocery store, deciding whether a fruit is ripe or not. If the brain’s internal representation of food attributes (ripeness, caloric content, etc.) is disentangled, then learning to perform this task for bananas would lead to zero-shot generalization to other fruit (e.g. mangos, Figure 1).
This raises the question of under which conditions do such representations emerge in biological and artificial agents alike. Several brain areas including the amygdala, prefrontal cortex and hippocampus have been found to encode variables of interest in an abstract format [65, 5, 8, 55, 16]. Previous work showed that feedforward neural networks develop abstract representations when trained to multitask [38]. However, real-world decisions typically rely on imperfect, noisy information, evolving dynamically over time [9, 41]. To account for this important feature of the world, we train RNNs to multitask canonical neuroscience tasks involving the accumulation of evidence over noisy streams.

Contributions. The main contributions of this paper are the following:

- We prove that any optimal multi-task classifier is guaranteed to learn a disentangled representation of the ground truth contained in the noisy measurements in its latent state, if the classification boundary normal vectors span the input space (Appendix B). Intriguingly, noise in the observations is necessary to guarantee the latent state would compute an optimal, disentangled representation of the ground truth.

- Through experiments, we confirm that RNNs trained to multitask develop abstract representations that zero-shot generalize OOD, when the number of tasks exceeds the input dimensionality. The computational substrate of these representations is a 2D continuous attractor [2] storing a ground truth estimate in a product space of the latent factors.

- We demonstrate that our setting is robust to a number of manipulations, including interleaved learning of linear and non-linear tasks and free reaction time decisions.

- Finally, we discuss the relation between our results and important neuroscientific findings, their implications for generalizable representation learning in artificial systems, and demonstrate the strong advantage of multitasking over previously proposed mechanisms of representation learning in the brain [48, 76].

Despite being framed in the context of neuroscience, our results are general; they apply to any system aggregating noisy evidence over time.

1.1 Related work

Disentanglement has long been recognized as a promising strategy for generalization [4] (although note [46, 54] for a contrarian view), yet most modern work focuses on feedforward architectures [29, 39, 74]. In terms of autoregressive models, Hsu et al. [33], Li and Mandt [45] showed that variational LSTMs disentangle representations of underlying factors in sequential data allowing style transfer; however to the best of our knowledge the underlying representational geometry has not been characterised. Other work focuses on fitting RNNs to behavioral data while enforcing disentanglement for interpretability [18, 51]. Work on context-dependent decision making has shown that RNNs re-purpose learned representations in a compositional manner when trained in related tasks [76, 20]; however, the abstractness of the resulting representations was not established. Finally John et al. [37] show that multitasking results in disentanglement, however they directly enforce latent factor separation through their adversarial optimization objectives. Our approach is most closely related to weakly supervised disentanglement, without comparing across samples [66].

Previous work showed that multitasking feedforward networks learn abstract representations, as quantified by regression generalization [38]. We expand upon these findings in several ways. First, we extend the framework of Johnston and Fusi [38] to RNNs that can update their representations as further information arrives. Second, we prove theorems on optimal multi-task classifiers that guarantee the emergence of disentangled representations in any optimal multitask classifier if the number of tasks exceeds the input dimensionality $D$. Third, we rigorously analyze the role of noise in forming disentangled representations, extending the noise-free regime studied in [38]. Finally, we explore a range of values for $D$, providing experimental validation of our theory. Whereas related work proved that disentangled representations emerge in feedforward architectures from multitask learning in sparse tasks when a sparsity regularization constraint is placed on the predictors [42], we place no such constraints and still uncover disentangled representations.
2 Model and setup

2.1 Problem formulation

We consider canonical cognitive neuroscience tasks that involve evidence aggregation over time, mirroring decision-making under uncertainty. The input consists of $D$ noisy evidence streams $X(t) \in \mathbb{R}^D$ where $X(t) = x^* + \mathcal{N}(0, I_D)$ and $x^* \in \mathbb{R}^D$ is the ground truth evidence in a certain trial ($x_i^* \sim \text{Uniform}(-0.5, 0.5)$) and $\sigma$ is the input noise standard deviation (Figure 1, left). Each element $x_i^*$ of $x^*$ corresponds to different options under consideration or different attributes of the same item. The target output $y(x^*) \in \{-1, +1\}^{N_{\text{task}}}$ is a vector of $N_{\text{task}}$ $+1$s and $-1$s, depending on whether $x^*$ is above or below each of the classification boundaries (Figure 1b). To ensure the reproducibility of our results, we incorporate our tasks within the NeuroGym framework [53].

The decision maker should integrate noisy samples $X(t)$ over time, viewed through an injective observation map (encoder) $f$, to estimate $\hat{Y}_i(t) = \text{Pr}\{y_i(x^*) = 1|f(X(1)), \ldots, f(X(t))\}$ (Figure S2). The classification lines reflect criteria based on which decisions will be made. Imagine for example that $x_1$ corresponds to food and $x_2$ to water reward. Depending on the agent’s internal state, one could take precedence over the other, and the degree of preference is reflected in the slope of the line. In Appendix B we prove that any optimal multi-task classifier will learn disentangled representations of $x^*$ in its latent state $Z(t)$, when the $N_{\text{task}}$ classification boundaries span the latent space.

2.2 Architecture

We train leaky RNNs which represent a brain area responsible for decision-making to multitask the aforementioned tasks. The networks contain $N_{\text{neu}} = 64$ neurons, and their activations $z(t)$ obey:

$$\tau \frac{dz(t)}{dt} = -z(t) + [W_{\text{rec}} z(t) + W_{\text{in}} x_{\text{in}}(t) + b]_+$$

where $W_{\text{rec}}$ is the recurrent weight matrix, $W_{\text{in}}$ is the matrix carrying the input vector $x_{\text{in}}$, $b$ is a unit-specific bias vector, $\tau$ is the neuronal time constant and $[\cdot]_+$ is the ReLU applied element-wise to a vector. We simulate Equation (1) using the forward Euler method for $T = 20$ timesteps of duration $\Delta t = \tau = 100$ ms, which we find to be stable. The RNN’s output $\hat{y}(t)$ of size $N_{\text{task}}$ is given by:

$$\hat{y}(t) = g(W_{\text{out}} z(t))$$

where $W_{\text{out}}$ is a readout matrix and $g$ the output activation function applied elementwise. We choose $g(z) = \tanh(z)$ for classification, $5 \tanh(z)$ for integration-to-bound, and $g(z) = z$ for other tasks. The inputs described above are first passed through a randomly initialized encoder $f$, which represents a static mapping from latents to observations (e.g. a perceptual system). The encoder is a 3-layer MLP with hidden dimensions 100, 100, 40 and ReLU non-linearities, is unique to each network and kept fixed during training. An additional fixation input which is 1 during the trial and turns 0 when the network should report its decisions is directly passed to the hidden layer (Figure 1c). The RNN is trained to produce the target outputs. By minimizing loss across trials, the network is incentivized to estimate $\text{Pr}\{y_i(x^*) = +1\}$. We use mean-squared-error loss and train all parameters (i.e. $W_{\text{rec}}$, $W_{\text{in}}$, $W_{\text{out}}$ and $b$) with Adam default settings except lr = $10^{-3}$ [40]. Table S1 summarizes all hyperparameters and their values. Network training takes $\sim 10$ minutes on a commercial laptop CPU.

3 Theoretical Results

We seek to understand the properties of optimal multi-task classifiers with random variable latent state $Z(t)$ in the paradigm illustrated in Figure S2 and described in Section 2.1. Specifically, we are interested in classifiers that, at each time point $t$, estimate multiple linear classifications $y(x^*) = [y_1(x^*), \ldots, y_{N_{\text{task}}}(x^*)] \in \{0, 1\}^{N_{\text{task}}}$ based on noisy, potentially non-linearly mapped observations $f(X(1)), \ldots, f(X(t))$ with maximal likelihood. The classifier output at time $t$, denoted $\hat{Y}(t) \in [0, 1]^{N_{\text{task}}}$, represents a set of Bernoulli random variable parameters, where each element $\hat{Y}_i(t)$ corresponds to the probability $\text{Pr}\{y_i(x^*) = 1|f(X(1)), \ldots, f(X(t))\}$.
Each of the \( N_{\text{task}} \) decision boundaries can be expressed as a pair of boundary normal vector \( c_t \in \mathbb{R}^D \) and offset \( b_t \in \mathbb{R} \) (Equation 8). Let \( C \in \mathbb{R}^{N_{\text{task}} \times D} \) represent the matrix of decision boundaries and \( b \in \mathbb{R}^{N_{\text{task}}} \) be the vector of decision boundary offsets.

**Theorem 3.1** (Disentangled Representation Theorem). If \( C \in \mathbb{R}^{N_{\text{task}} \times D} \) is a full-rank matrix and \( N_{\text{task}} \geq D \), then

1. any optimal estimator of \( y(x^*) \) must encode an estimate \( \mu(t) \) of the ground truth evidence variable \( x^* \) in its latent state \( Z(t) \), and

2. if the activation function \( g = \tanh \), \( \mu(t) \) will be linearly decodable from \( Z(t) \), thus implying that \( Z(t) \) contains a linear disentangled representation of \( \mu(t) \).

Specifically, \( \mu(t) \) is the maximum likelihood estimate of \( x^* \) given observations \( f(X(1)), \ldots, f(X(t)) \). Equations 3, 4 are closed-form expressions for extracting \( \mu(t) \) from \( Z(t) \) with a generic activation function \( g \) and \( g = \tanh \).

\[
\mu(t) = (C^T C)^{-1} C^T \left( \frac{2 \sqrt{3} \sigma}{\pi t} \Phi^{-1}(g(Z(t))) + b \right) \tag{3}
\]

\[
\approx \frac{2 \sqrt{3} \sigma}{\pi t} (C^T C)^{-1} C^T Z(t) + (C^T C)^{-1} C^T b \tag{4}
\]

Where \( \Phi \) is the CDF of the normal distribution, \( \sigma \) is the noise magnitude and \( t \) the trial duration.

**Proof.** Point 1 and Equation 3 are proven in Appendix B in Theorem B.6. Point 2 and Equation 4 are proven in Corollary B.7.

Theorem 3.1 holds for any system that performs optimal multi-task classification based on noisy, injectively transformed observations \( f(X(t)) \) (e.g., RNNs, biological neural circuits, Bayesian filters, etc.). Our results are readily extensible to sub-optimal multi-task classification models under the assumption that classification error w.r.t. optimal estimation is randomly distributed with zero mean (see Appendix B). In this case, the closed-form solutions in Equations 3, 4 correspond to a least-squared error estimate of \( \mu(t) \) given sub-optimal \( Z(t) \). Surprisingly, our theoretical results indicate \( Z(t) \) will contain a disentangled representation of \( x^* \) when the readout map \( g(Z(t)) := Y(t) \) is a tanh function (Equation 4, Corollary B.7). Our theoretical framework readily generates testable predictions for our computational experiments, including theoretical \( r^2 \) values for estimating \( x^* \) from \( Z(t) \) (Appendix A.3, Figure S9a), and decodability of \( x^* \) from \( Z(t) \) as a function of latent dimension \( D \) (Figure 3a), number of tasks \( N_{\text{task}} \) (Figure 1, e.g., 2), noise level \( \sigma \) (Figure 3b), evidence aggregation time \( t \) (Lemma B.3), and latent factor correlation (Figure S6).

4 Experiments

4.1 Multitasking leads to disentangled representations

We train RNNs to do simultaneous classifications for 24 linear partitions of the latent space for \( D = 2 \) (Figure 1b, 6 partitions shown). Figure 1b shows the top 3 PCs (capturing \( \sim 85\% \) of the variance) of network activity after training (final accuracies \( \sim 95\% \)) for multiple trials, along with the fixed points of network dynamics. To find the fixed points, we follow a standard procedure outlined in Sussillo and Barak [69] (see Appendix A.1 for details). Looking at Figure 1b, the fixed points span the entire two-dimensional manifold that the trials evolve in, which corresponds to a continuous attractor with stable states across a 2D "sheet". This means that the network can store a short-term memory of the current amount of accumulated evidence in a product space of the latent variables.

Furthermore, the representation is low-dimensional, rectangular and compositional; all characteristics of disentangled representations. In comparison, the representations after the encoder are non-linearly mixed, high-dimensional and overlapping (Figure S5b). Individual trials with noise show how the representation maintains a sense of metric distances in the RNN representation space (Figure S5b). Figure S5a demonstrates how this representation comes about during learning, and Figure S5b that
Figure 1: **Learning disentangled representations.** (a) A disentangled representation directly lends itself to OOD generalization: a downstream linear decoder that can differentiate ripe from unripe bananas can readily generalize to mangos, even though it has never been trained on mangos. (b) The task is to simultaneously report whether the ground truth $x^*$ lies above (+1) or below (−1) a number of classification lines. (c) RNNs are trained to report the outcome of all the binary classifications in b at the end of the trial (indicated by the fixation input turning 0). (d) Top 3 PCs of RNN activity. Each line is a trial, while color saturation indicates time. All trials start from the center and move outwards, towards the location of $x^*$ in state space. We color the last timepoint in each trial (squares) according to the quadrant this trial was drawn from. Red x’s correspond to attractors (see Appendix A.1). Here we remove input noise so that trajectories can be visualized easier. The network learns a two-dimensional continuous attractor that seems to provide a disentangled representation of the state space. (e) To evaluate OOD generalization, we train a linear decoder (see a) to output the ground truth $x^*$ at the end of the trial, while keeping network weights frozen. (f) ID and OOD generalization performance for networks trained in different number of tasks $N_{\text{task}}$. We report the 25, 50 and 75 percentile of $r^2$ for each network size (see Appendix A.2). ID and OOD performance increase with number of tasks, and the generalization gap decreases, indicating that the networks have indeed learned abstract representations. (g) The results hold for other recurrent architectures.

The short-term memory persists when a delay period is included before the decision. Therefore, it seems that multitasking has led to disentangled, persistent representations of the latent variables. Importantly, and in line with our theory, this only happens when noise is present in the input, which forces the network to learn a notion of distance from classification boundaries. Indeed, when the network is trained without input noise, it does not learn a 2D continuous attractor (Figure S5).

To quantify the disentanglement of the representations, we evaluate regression generalization by training a linear decoder to predict the ground truth $x^*$ while network weights are frozen (Figure 1f). We perform out-of-distribution 4-fold crossvalidation, i.e., train the decoder on 3 out of 4 quadrants and test in the remaining quadrant (Appendix A.2 for details). We also evaluate in-distribution (ID) performance by training the decoder in all quadrants. An example of train and test losses is shown in Figure S5. We find that the network’s OOD and ID generalization performance are excellent (median $r^2 = 0.96, 0.97$ respectively across 5 example networks, also see Figure 1f); therefore the network has indeed learned a disentangled representation that zero-shot generalizes OOD. In addition, ID performance increases with the number of tasks $N_{\text{task}}$, and the OOD generalization gap decreases (Figure 1f). Therefore we conclude that simultaneously training an RNN in classification tasks that span the latent space results in disentangled representations in the recurrent hidden layer.

Since $x^*$ can be decoded by this representation in unseen (by the decoder) parts of the state space, it follows that the representation can be used to solve any task involving the same underlying variables, without requiring further pretraining. In other words, to solve any other task we do not need to deal with the denoising and unmixing of the latent factors $x_1, x_2$; we would just need to learn the (non-linear) mapping from $x_1, x_2$ to task output. Crucially, these findings are architecture-agnostic: they hold for non-leaky (“vanilla”) RNNs, which outperform leaky ones, and LSTMs which drastically reduce performance variability (Figure 1g). We still choose leaky RNNs because of their closer correspondence to biological neurons, which have a membrane voltage that decays over time.
We were also curious to see the impact of correlated inputs. A problem with high correlations is that they render parts of the state space virtually invisible to the network (Figure S6). Surprisingly, OOD generalization performance is very weakly affected by input correlations, even though the state space is sampled uniformly in test (Figure S6). The behavior is highly non-linear: performance is great until $\rho = 0.97$, but when the inputs are perfectly correlated ($\rho = 1$), performance drop is sharp.

Finally, we examined RNN unit activations for these representations, and their relation to the latent variables. In Figure S7, we plot the steady-state firing rates for all 64 neurons, while regularly sampling $x_1$ and $x_2$. Interestingly, we find that in these networks only $\sim 10\%$ of neurons are active at any time, which is in line with sparse coding in the brain. In addition, the average firing rate is consistently $\sim 0.25$ spikes/s, which is surprisingly close to cortical values. Furthermore, we find that all of the active neurons display mixed selectivity, i.e. they are tuned to both variables, which is a known property of cortical neurons [61] (Figure S7). This suggests that metrics of disentanglement that assume that individual neurons encode distinct factors of variation [29, 39, 13, 32, 21] might be insufficient in detecting disentanglement in networks that generalize well. While recent work incorporates such axis-alignment in the definition of disentanglement, our work along with others [33] showcases the advantages of approaching disentanglement from a mixed representations perspective. Importantly, these properties were not imposed during training, nor was there any parameter fine tuning involved; rather they emerged from task structure and optimization objective.

### 4.2 Nonlinear tasks and interleaved learning

So far we have been training RNNs to perform linear classifications. However there are cases where the streams might need to be combined nonlinearly. For instance, if the two streams represent the amount and probability of reward respectively, an agent needs to multiply the two and decide whether the expected value exceeds a certain (metabolic) cost $\gamma$ of performing an action to obtain said reward. Figure S8 shows the classification lines for the multiplicative task, where the network should decide whether the ground truth $x^*$ lies above or below the curve $x_1 x_2 = \gamma$, for multiple values of $\gamma$. RNNs trained on this task learn a representation that separates for trials in different quadrants (Figure S8). This heuristic might have come about because individual classification lines span only a single quadrant for this task. Furthermore, trials belonging to the same quadrant seem to be more convoluted, with a corresponding drop in OOD performance (median $r^2 = 0.71$), which might reflect the non-linearity of the task. Therefore, we wondered how the representation would look like if the network was trained on both the linear and multiplicative tasks, as animals need to do.

For that we perform interleaved training of both tasks (i.e. train in batches sampled from one of the tasks at a time), a setting where neural networks excel at, compared to humans who excel at blocked training, where tasks are learned sequentially (but see Flesch et al. [24]). Figure S8 shows that the network learns a two-dimensional continuous attractor, and the learned representation is no longer separated by quadrants. OOD generalization for this network is excellent, and almost identical to ID performance (median $r^2 = 0.94, 0.97$ respectively). Overall, we conclude that our framework extends to interleaved learning of a mixture of linear and nonlinear tasks, which better reflects the challenges encountered by agents in the real world. Note that during interleaved training, linear and non-linear tasks are not performed simultaneously; yet they are in immediate succession which also places pressure to the network to gradually learn representations that satisfy all tasks. The relationship between interleaved learning and multitasking could be an interesting direction for future work.

### 4.3 Abstract representations are learned for a free reaction time, integrate to bound task

So far we have been training networks to produce a response at the end of the trial. However, in many situations agents are free to make a decision whenever they are certain enough. Therefore, we here seek to extend our framework to free reaction time (RT) decisions. A canonical model accounting for choices and reaction times in humans and animals is the drift-diffusion model [41, 11]. It is composed of an accumulator that integrates noisy evidence over time, until a certain amount of certainty, represented by a bound, is reached, triggering a decision. In the linear classification task setting, the accumulated amount of evidence at time $t$ for a line with slope $\alpha$, $A_\alpha(t)$ is given by:

$$A_\alpha(t) = A_\alpha(t-1) + X_1(t) - \alpha X_2(t)$$ (5)
Intuitively, $A_\alpha(t)$ reflects the amount of confidence at time $t$ that the ground truth $x^*$ lies above or below the classification line with slope $\alpha$. Essentially, the network has to explicitly report distance from the classification lines, not just in which side of the line $x^*$ lies for that trial. We arbitrarily set the decision bound to $\pm 5$, and plot the accumulators $A_\alpha$ for all lines in Figure 2a. Note that once the bound is reached a decision is effectively made and $A_\alpha$ is kept constant. Also, instead of using continuous values, we quantize $A_\alpha$, because it is going to be used as target signal to train the network, and we do not want to introduce a strong inductive bias towards integrating the evidence streams.

We then train the RNN to reproduce confidence estimates from Figure 2a for the entire trial. Compared to previous experiments, the fixation input is no longer available to determine when to produce a decision. Instead, decisions evolve dynamically throughout the trial. Figure 2b shows that in this setting the network still learns a two-dimensional continuous attractor of the latent space. Furthermore, the free RT outperforms the fixed RT network (Figure 2c) for a small number of tasks, since it is explicitly required to report distance from the classification lines. However, as our theory shows (Lemma B.3) the fixed RT network is also implicitly reporting distance from the boundaries, when behaving like an optimal multi-task classifier, which explains the similar performance for a larger number of tasks. Overall, we showed that our setting accounts for naturalistic free RT decisions, and provides theoretical justification for the importance of confidence signals in the brain [64, 49].

4.4 RNNs confirm and extend theoretical predictions

Here we explore the relation between the theory in Section 3 and Appendix B and experiments in Section 4 in more depth. First, we wondered why performance saturates in our networks to a high yet non-1 $r^2$. The central limit theorem predicts that the estimate of the ground truth $x^*$ in any optimal multi-task classifier becomes more accurate with $\sqrt{t}$, providing a theoretical maximum $r^2$ given trial duration $T$ (Appendix A.3). Since the networks trained on the free RT task are required to output their confidence at any time in the trial, we can compute OOD $r^2$ of network predictions at any timepoint $t$, and compare that to the theoretical prediction. Figure S9a shows that indeed the highest RNN $r^2$ falls in the vicinity of or just short of the theoretical maximum. This indicates that RNNs trained with BPTT on these tasks behave like near-optimal multi-task classifiers that create increasingly accurate predictions with time, tightening the relation between our theoretical and experimental results.

An important prediction of our theory is that to learn abstract representations $N_{\text{task}}$ should exceed $D$. To test this, we increase $D$ (adding more inputs to Figure 1b), and vary $N_{\text{task}}$. Sampling classification hyperplanes methodically in high-dimensional spaces is non-trivial; therefore we resort to randomly sampling them. Figure 3a shows OOD generalization performance for various combinations of $D$ and $N_{\text{task}}$. We observe that performance is bad when the $N_{\text{task}} < D$, but it increases when $N_{\text{task}} \geq D$. This increase is abrupt for smaller $D$ and more gradual for higher, which is in line with remarks by Johnston and Fusi [38] that it is easier to learn abstract representations when $D$ is high. Overall, our findings confirm our theory that abstract representations emerge when $N_{\text{task}} \geq D$. This result is remarkable, especially for high $D$, because it goes against our intuition that $N_{\text{task}}$ should scale exponentially with $D$ to fill up the space adequately; instead it need only scale linearly.
Figure 3: **RNNs confirm theoretical predictions.** (a) OOD $r^2$ as a function of input dimensionality $D$ and number of tasks $N_{task}$. Good values of $r^2$ are obtained when $N_{task} \geq D$, confirming our theoretical results. (b) Increasing amounts of noise in pretraining results in better OOD generalization.

Our theory and experiments provide insight on the importance of noise for developing efficient, abstract representations (Figure S5b). The closer to a classification boundary the ground truth $x^*$ is, the more likely noise will cross over the boundary. Since, as our theory shows, any optimal multi-task classifier has to estimate $\Pr\{y_i(x^*) = +1\}$, and said probability directly relates to the actual distance from the boundary, it follows that noise allows the model to learn distances from boundaries, leading to efficient localization. We reasoned that additional noise might be even more beneficial, as it would allow more accurate estimation of $\Pr\{y_i(x^*) = +1\}$, especially when $x^*$ is far from the boundary. To test this, we increase noise strength $\sigma$ during pretraining, while testing with the same $\sigma = 0.2$. Indeed, increasing amounts of noise consistently result in better OOD generalization (Figure 3b). This benefit comes for smaller numbers of tasks, allowing us to consider less supervised tasks (e.g. 3), train on them with more noise, and achieve the same performance as more tasks (e.g. 12). So even though networks with more noise perform worse in pretraining (low 90% classification accuracy), they learn more disentangled representations. These findings are highly non-trivial, and have informed our thinking about generalization and inherent variability of the underlying latent factors.

Finally, we were curious to see what happens if part of the state space was not crossed by task boundaries. To test this, we train a network for $D = 2$ on classification tasks that only tile quadrants 1 and 3 (Figure S9b). Note that trials are still drawn from the entire state space – however the network need not differentiate between points drawn within quadrant 2 or 4. The network still learns a two-dimensional continuous attractor; however the representation is no longer disentangled, likely because the boundaries are far away if $x^*$ is in quadrants 2 or 4 (Figure S9c). A more entangled representation may lead to poorer generalization performance, as measured by OOD regression generalization [38]. Indeed, we find that OOD performance of the tangled network is considerably worse ($\text{median } r^2 = 0.80$), and most importantly it performs badly in the quadrants that are not spanned by classification lines ($25\% \text{ percentile } r^2 = 0.62$). Therefore, it appears that in order to prevent the representations from tangling, tasks boundaries need to be distributed over the state space – as previously shown randomly sampling these boundaries is adequate.

5 Discussion

5.1 Implications for deep learning

Our work provides insight for understanding how and why “understanding” emerges from solving certain prediction tasks, which is particularly relevant to the study of foundation models [10, 31, 6]. Foundation models exhibit “understanding” of the world through semantically rich abstract representations that enable efficient downstream prediction. Our work suggests a profound connection between multi-task prediction and implicit knowledge of the underlying data generation process.

Consider an analogy with masked autoencoder vision foundation models, where $x^*$ is the “ground truth” of a scene (objects, positions, states, and relationships), the measurement variable $X$ is an image with missing patches [19, 28], and the model predicts the missing patch data $y(x^*)$. The model’s latent variable $Z$ exhibits some “understanding” of $x^*$ in the form of abstract representations useful for downstream tasks. This analogy extends to masked language models [17] and autoregressive language models [60], where $x^*$ is “meaning” in a semantic space, $X(i)$ are words, and $y$ is the next word. Localizing $x^*$ from $Z(i)$ relates to constructing a world model, showing that $Z$ represents $x^*$ abstractly and with high fidelity.

Our work provides a geometric starting point for understanding the correspondence between $x^*$ and $Z(i)$ in terms of mutual information $I(x^*; Z(i))$ under various prediction tasks $y(x^*)$. Relating the properties of prediction task $y$ with $x^*$ and $Z(i)$ has implications for optimal synthetic data generation
and novel unsupervised learning objectives for foundation models. The formulation is fundamental, with clear informational and geometric constructions amenable to both theory and experiment.

We demonstrated that even simple binary multi-task classification forces an optimal estimator of $x^*$ in $\mathbf{Z}(t)$. Binary classification is a low information objective, as it only requires the model to predict $N_{\text{task}}$ bits that are deterministic functions of a continuous $D$-dimensional vector $x^*$. The fact that an optimal estimator can be recovered under such conditions (i.e., $H(x^*) >> H(y_1, \ldots, y_{N_{\text{task}}})$) is remarkable. Higher resolution prediction targets may yield the same or better estimation of $x^*$, yet we already proved that the multi-task binary case achieves optimal estimation. Therefore, predicting masked out parts of an image during self-supervised learning or next word prediction in LLMs, which are richer objectives, should perform at least as well as our experiments. In fact, evidence for the latter already exist at the form of abstract, monosemantic concepts in LLMs [70].

Finally, the present work emphasizes the importance of the diversity and quality of data, rather than quantity, for generalization (an argument also made by Arora and Goyal [3]). Indeed, our experiments show that few uniformly spaced classification boundaries outperform many that over-sample part of the state space, ignoring others (Figure 1f, Figure S9b,c). Thus, we hope that this work will serve as inspiration for developing efficient and generalizable deep learning systems.

5.2 Implications for neuroscience

An ongoing debate in the brain sciences is whether to solve tasks the brain learns abstract representations, or simple input-to-output mappings. Here we show that training RNNs to multitask results in shared, disentangled representations of the latent variables, in the form of continuous attractors. In this multitask setting, one task acts as a regularizer for the others, by not letting the representation collapse, or overfit, to specific tasks [77]. In the brain, such pressure from multiple tasks could be imposed by thalamocortical loops for internal state-dependent action selection operating in parallel, while the integration occurs in corticostriatal circuits [63]. This framework is also consistent with proposed theories of parallel processing in cortical columns [27].

Our findings directly link to two important neuroscientific findings: spatial cognition and value-based decision-making. First, the tasks here bear close resemblance to path-integration, i.e. the ability of animals to navigate space only relying on their proprioceptive sense of linear and angular velocity [52, 12, 72]. In path-integration animals integrate velocity signals to get location, while here we integrate noisy evidence to get rid of the noise. We learn abstract representations in the form of a 2D "sheet" continuous attractor, while the computational substrate for path integration is a 2D toroidal attractor [25, 68] – not an abstract representation. The conditions under which a 2D sheet vs. toroidal continuous attractor is learned is a potential area of future research. Second, decision making experiments in monkeys result in a 2D abstract representation in the medial frontal cortex, which supports novel inferential decisions [7]. Likewise, context-dependent decision-making experiments in humans also resulted in orthogonal, abstract representations [24].

The workhorse model for computational neuroscience has been context-dependent computation, where tasks are carried out one at a time and task identity is cued to the RNN by a one-hot vector [48]. However, this approach can be algorithmically inefficient, scaling linearly with the number of tasks, and exponentially with input dimensionality $D$. That is because context-dependent computation utilizes different parts of the state space for different tasks, and the resulting representations collapse to what is minimally required for each task (see [48] and Appendix A.4). This can be detrimental for brains, which need to pack a lot of computation within a large yet limited neural substrate. In contrast, abstract representations are general, compact [47], can be used for any downstream task involving the same variables, scale linearly with $D$, and readily emerge from relatively simple tasks.

Overall, we believe that multitasking may present a paradigm swift for generalizable representation learning in biological and artificial systems alike. That is not to say that context-dependent representations are not useful; they are great at leveraging the compositional structure of tasks [76] [20], but tend to overfit to the specifics of the task, while multitask representations serve as world models applicable to various scenarios. Both types of representations are likely to be found in the brain.
5.3 Limitations

A limitation of the present work is that factorization is assumed. Yet not all problems are factorizable, or should be factorized. For instance, a more coarse-grained understanding of the world, that doesn’t disentangle all factors, might be more suitable in many cases, and that might be reflected in the nature of the tasks. Furthermore, we focus on canonical cognitive neuroscience tasks which are somewhat removed from standard ML benchmarks. Normally, disentanglement methods would be tested against a benchmark such as dSprites [50]; however to the best of our knowledge no such benchmark exists for dynamic tasks where evidence has to be aggregated over time. Future work could endeavor to apply our setting to ML tasks, like self-supervised image completion, and showcase the potential benefits of scaling up the number of masked out pixels in relation to the dimensionality of the latent space \(D\). Furthermore, we assume that noise is Gaussian and IID, which might not be always the case; yet our theory accounts for other noise distributions as long as the posterior \(P(x^*|X(1), \ldots, X(t))\) is non-zero everywhere and has a self-consistent/invariant maximum likelihood estimate over \(x^*\) (see Appendix B).

5.4 Conclusion

We focus on the problem of optimal estimation of a latent ground truth \(x^*\) from noisy, non-linear, high-dimensional versions of it. We provide theoretical guarantees that estimation succeeds when the amount of partial information about the truth available \(N_{\text{task}}\) scales linearly with the dimensionality of the latent space \(D\). Our results hold for any injective mapping of latent variables to observables, which incorporates a vast range of transformations. They offer exciting implications for the manifold hypothesis [22], proving that the latent representations of optimal evidence aggregators observing high-dimensional world data inevitably estimate the structure of the low-dimensional manifold. Of particular interest is extending the theory to non-injective and non-deterministic observation maps \(f\). These findings shed light in the conditions under which biological and artificial systems alike develop representations that generalize well: they do so when there is enough pressure from many tasks that involve the same latent variables. Quoting Bengio et al. [4]: ‘‘the most robust approach to feature learning is to disentangle as many factors as possible, discarding as little information about the data as is practical’’. Apart from understanding learning in brains, we hope this work will inspire the development of deep learning systems with OOD generalization in mind.
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## A Supplementary materials

### A.1 Finding fixed points of the dynamics

To find the fixed points of the network dynamics after training, we follow a standard procedure outlined in Sussillo and Barak [69]. Specifically, we keep network weights fixed, provide no inputs to the network, and instead optimize hidden activity. Specifically, we penalize any changes in the hidden activity, motivating the network to find stable states of the dynamics in the absence of input, i.e. attractors of the dynamics. This process finds all states of accumulated evidence that can be stored in this network as short-term memory. Network dynamics could then leverage these states to maintain and update the internal representation of the ground truth $x^*$ on a single trial level, and drive downstream decisions.

### A.2 Quantification of generalization performance

To assess OOD generalization performance, we keep the trained networks fixed and train a linear decoder to predict the ground truth $x^*$ from network activity at the end of the trial. We train the decoder in 3 out of 4 quadrants and test OOD in the remaining quadrant, repeating this process 5 times for each quadrant, which results in a total of 20 OOD $r^2$ values for each network. To account for randomness in initialization and synthetic generation of datasets, we train 5 networks for each number of tasks, resulting in a total of 100 OOD $r^2$ values. We report the 25, 50 (median) and 75 percentiles of those values in Figure 1, a and throughout the text. For ID generalization performance, we train on all quadrants and test in one quadrant at a time. For input dimensionality $D > 2$, we keep the same logic by choosing every 4-th quadrant to be sampled only in testing, repeating the process for every mod 4 group of quadrants.

### A.3 Derivation of theoretical $r^2$ for optimal multi-task classifiers

Here we derive the theoretical $r^2$ for the estimation of ground truth $x^*$ from noisy data for a discrete time optimal multi-task classifier at time $t$. $r^2$ is defined as:

$$r^2 = 1 - \frac{MSE(x^*, \mu)}{\text{Var}(x^*)}$$

where $\mu$, the mean of $X(1), \ldots, X(t)$, is the prediction of the multi-task classifier (see Appendix B). The optimal estimator of $x^*$ given observations $X(1), \ldots, X(t)$ is denoted $X(t) \sim \mathcal{N}(\mu(t), t^{-1} \sigma^2 I_D)$ where $\sigma$ is the noise strength. Note that $\mu(t) \to x^*$ as $t \to \infty$ by the central limit theorem, and $\mu(t)$ is the optimal estimator of $x^*$ given Gaussian-noised observations. Since the dimensions in both noise and ground truth are independent, we can focus on one dimension at a time i.e.:

$$r^2 = 1 - \frac{MSE(x^*_i, \mu_i(t))}{\text{Var}(x^*_i)} = 1 - \frac{E[(x^*_i - x^*_i + N(0, t^{-1}\sigma^2))^2]}{\text{Var}(x^*_i)} = 1 - \frac{\sigma^2}{t \text{Var}(x^*_i)}$$

Remembering that $x^*_i \sim \text{Uniform}(-0.5, 0.5)$ it follows that $\text{Var}(x^*_i) = 2/9 0.5^3$, and replacing $\sigma = 0.2$ from Table S1 we arrive to $r^2 = 1 - \frac{0.44}{T}$ for given trial duration $T$ which we compare to RNN OOD generalization performance in Figure S9a.

### A.4 State-space efficiency of context-dependent computation

Here we compare context-dependent decision making, where one task is performed at a time [48], to multitasking in terms of state-space usage efficiency. Compared to the network in the main text (Figure [1]), the RNN now also receives a one-hot task rule vector indicating the current task, and it outputs the decision for that task only (Figure S1b). We have also omitted the non-linear encoder, making the tasks easier. We train the RNN for two tasks, one task at a time, in interleaved batches (Figure S1b). In one task, the RNN is required to decide which stream has more evidence, and at the other whether the sum of evidence across streams exceeds a certain decision threshold (here 0).
Figure S1: **Representations in an RNN trained in context-dependent decision making.** (a) We trained RNNs for two classification tasks: two-alternative forced choice (where the decision boundary is the $x_1 = x_2$ line) and evidence integration (corresponding to the $x_1 = -x_2$ line). Each task corresponds to a different one-hot task rule vector. (b) Network architecture. In addition to the inputs in Figure 1c, the network also a one-hot vector indicating the current task. (c) Top 3 PCs of RNN activity example trials (40 in total). The task rule biases the network towards learning separate solutions in different parts of the state space for different tasks, in the form of separate line attractors; red x’s for two-alternative forced choice and orange x’s for evidence integration.

We find that in this setting the network is not incentivized to learn abstract representations. Instead a separate line attractor is present in the learned dynamics for each task (red and orange x’s in Figure S1); one of the line attractors is presumably tracking the difference of evidence (similar to Yang and Wang [75] but for independent evidence streams) and the other the sum of evidence. That is to say, the task rule biases the network to learn different computations in separate regions of state space, as in Mante et al. [48]. As a result, the two dimensional latent space has collapsed and cannot be decoded from network activity; therefore generalization to any task that involves these two variables is not possible.

It follows that the network can be inefficient in terms of state space usage, because instead of compressing all of its activity around the same region, it spreads it across multiple regions, one for each task, which scales badly (linearly with the number of tasks $N_{\text{task}}$ and exponentially with input dimensionality $D$). To demonstrate the latter, imagine a family of tasks with classification boundaries of the form $\oplus x_1 \oplus x_2 \oplus \ldots \oplus x_D = 0$, where $\oplus \in \{+1, -1, 0\}$ is an operator indicating contribution with a positive sign, negative sign or absence of contribution for a factor to a specific task, respectively. As just shown, each one of this tasks will require its own line attractor, resulting in a total of $3^D$ line attractors lying in separate regions of the state space, just for this simple family of tasks. As mentioned in the main text, such inefficiency can be detrimental for brains, which need to pack a lot of computation within a large yet limited neural substrate. Compare that to multitasking, which builds representations that can serve any task that involves the same latent variables, scaling linearly with $D$. Note that context-dependent computation can still be efficient, if tasks have a compositional structure where the solution for one task is part of the solution for another [76, 20]; in this case, representations developed for the former can act as a scaffold for representations for the latter.
B Theoretical Derivations

Here we prove our main theoretical result outlined in Section 3.

**Notation:** lower case variables denote scalars (e.g., $x$), upper case variables denote random variables (e.g., $X$), and boldfaced variables denote vector quantities (e.g., $x$, $X$). We denote the $D \times D$ identity matrix as $I_D$.

Figure S2: Bayesian graphical model framework representing our theoretical framework for multi-task classification. The agent with latent state $Z(t)$ estimates the ground truth decision output $y(x^*) \in \{-1, +1\}^{N_{task}}$ from noisy observations $X(t)$ transformed by injective observation map $f$. We prove that latent state $Z(t)$ must encode an optimal, disentangled estimate of the de-noised environment state $x^*$ when the decision boundary normal vectors $\{c_i\}_{i=1}^{N_{task}}$ span $\mathbb{R}^D$.

**Variable Glossary:**

- $x^* \in \mathbb{R}^D$: Ground truth (un-noised) input variable of dimension $D$.
- $X(t) \sim x^* + \sigma \mathcal{N}(0, I_D)$ are i.i.d. noisy measurements of $x^*$, where
  - $\sigma$ is the amount of equivariant Gaussian noise, and
  - $t$ is the discrete time index within a trial.
- $f : \mathbb{R}^D \to Z$: An injective observation map that transforms the noisy measurements $X(t)$ before they reach the latent state $Z(t)$ of the optimal estimator. The map $f$ is injective, meaning that it preserves the uniqueness of the input, i.e., if $f(x_1) = f(x_2)$, then $x_1 = x_2$. The codomain $Z$ can be any suitable space, such as $\mathbb{C}^M$, $\mathbb{R}^\infty$, or other spaces.
- $N_{task}$ is the number of classification tasks,
- $\{(c_i, b_i)\}_{i=1}^{N_{task}}$ are the classification boundary normal vectors and offsets respectively, with $c_i \in \mathbb{R}^D$ and $b_i \in \mathbb{R}$. We assume each $\|c_i\| = 1$.
- $(C, b)$ are a matrix and vector representing each of the $N_{task}$ classification tasks where $C \in \mathbb{R}^{N_{task} \times D}$
- $y(x^*) \in \{-1, +1\}^{N_{task}}$: Ground truth classification outputs, where each ground truth classification $y_i(x^*)$ is given by
  \[
  y_i(x) = \begin{cases} 
  +1 & \text{if } c_i^T x > b_i \\
  -1 & \text{otherwise}
  \end{cases}
  \]  
  \[(8)\]
- $Z(t)$: Latent variable of a multi-task classification model, conditional on $X(1), \ldots, X(t)$.
- $g$: Map from latent state $Z(t)$ to multi-task classification estimates $\hat{Y}(t)$. For our RNN experiments, readout map $g = \tanh$, for instance.
First, we will derive \( \hat{Y}(t) \) for a single decision boundary with parameters \((c, b)\). We focus on \( P(\hat{Y}(t)|X(1), \ldots, X(t)) \), reintroducing the latent variable \( Z(t) \) later on.

Since \( y(x^*) \) is a deterministic function of non-random variable \( x^* \), we will derive the probability distribution over \( P(x^*|X(1), \ldots, X(t)) \).}\(^3\) – denoted \( \hat{X}(t) \) – to determine \( \hat{Y} = y(\hat{X}(t)) \).

\(^3\)Note that the intermediate computation of \( \hat{X}(t) \) does not imply that a system must compute this value to predict \( \hat{Y} \), as the full computation of \( \hat{X}(t) \) may not be necessary to determine \( \hat{Y}(t) \).
Lemma B.1. Assuming no prior on \( x^* \), the conditional probability distribution \( \hat{X}(t) \) is given by

\[
\hat{X}(t) = \mathcal{N}(\mu(t), \Sigma(t))
\]

(10)

where \( \mu(t) = \text{mean}(X(1), \ldots, X(t)) \) and \( \Sigma(t) = t^{-1} \sigma^2 I_D \).

Proof. Since \( X(1), \ldots, X(t) \) are i.i.d. from a Gaussian distribution with mean \( x^* \) and identity covariance, the sample mean is known to be distributed normally centered at the ground truth \( x^* \). We apply the known standard deviation of the underlying distribution (identity covariance scaled by \( \sigma \)) to arrive at \( \Sigma(t) = t^{-1} \sigma^2 I_D \) as the variance on the sample mean (derived from the central limit theorem).

We can use estimator \( \hat{X}(t) \) to construct \( \hat{Y}(t) \) by expanding \( \hat{Y}(t) = y(\hat{X}(t)) \) via Equation (8).

In essence, we are interested in the amount of the probability density of \( \hat{X}(t) \) that lies on each side of the decision boundary. Deriving this probability is simplified by the fact that \( \hat{X}(t) \) inherits the spherical covariance of the underlying data generation process (Lemma B.2).

Lemma B.2. \( \hat{X}(t) = \mathcal{N}(\mu(t), \Sigma(t)) \) with isotropic covariance \( \Sigma(t) = t^{-1} \sigma^2 I_D \) and mean \( \mu(t) \in \mathbb{R}^D \). The probability density of \( \hat{X}(t) \) on the positive side of the decision boundary \( \{x : c^\top x > b \} \) can be expressed as

\[
\hat{Y}(t) \triangleq \Pr\{c^\top x^* > b\} = \Phi(k\sqrt{t}/\sigma)
\]

(11)

where \( \Phi \) is the CDF of the normal distribution and \( k = c^\top \mu(t) - b \) is the signed projection distance between the decision boundary and the mean \( \mu(t) \) of \( \hat{X}(t) \).

Proof. Since the \( \hat{X}(t) \) is isotropic, the variance on every axis is equal and independent. We may rotate our coordinate system such that the projection line between the plane and the mean of \( \hat{X}(t) \) aligns with an axis we denote as “axis 0”. The rest of the axes must be orthogonal to the plane. Since each component of an isotropic Gaussian is independent, the marginal distribution of \( \hat{X}(t) \) on axis 0 is a univariate Gaussian with variance \( t^{-1} \sigma^2 \) mean at distance \( k \) from the boundary. Equation (11) applies the normal distribution CDF \( \Phi \) to determine the probability mass on the positive side of the boundary.

Observe that \( \hat{Y}(t) \) in Equation (11) monotonically scales with the signed distance \( k \) between the hyperplane and \( \mu(t) \) (CDFs are monotonic).

Lemma B.3. Knowledge of time \( t \) and optimal classification estimate \( \hat{Y}(t) \) is sufficient to determine the projection distance \( k \) between \( \mu(t) = \text{mean}(X(1), \ldots, X(t)) \) and the decision boundary \( \{c, b\} \).

Proof. Recall Equation (11) from Lemma B.2. We may solve for projection distance \( k \) separating the decision boundary and the mean \( \mu(t) \) of observations \( X(1), \ldots, X(t) \) as

\[
k = \frac{\sigma}{\sqrt{t}} \Phi^{-1}(\hat{Y}(t))
\]

(12)

Since \( \Phi \) is the CDF of the normal distribution, and the normal distribution is not zero except at \( \pm \infty \), the inverse \( \Phi^{-1} \) is well-defined.

B.2 Trilateration via Multiple Decision Boundaries

To recap Section B.1: We derived an optimal estimator of \( x^* \) (denoted \( \hat{X}(t) \)) based on noisy i.i.d. measurements \( \hat{X}(1), \ldots, \hat{X}(t) \sim \mathcal{N}(x^*, \sigma^2 I_D) \) in Lemma B.1. In Lemma B.2 we derived the equation for Bernoulli variable \( Y(t) \) to estimate a single classification output \( y(x^*) \) based on the same noisy measurements via \( \hat{X}(t) \). Finally, we showed in Lemma B.3 that the uncertainty in \( \hat{Y}(t) \) and the time \( t \) is sufficient to determine the projection distance between the decision boundary and \( \mu(t) = \text{mean}(X(1), \ldots, X(t)) \) via Equation (12).
Let \( \hat{Y}(t) \) denote the vector of classification estimates \( \hat{Y}(t) \) from Equation 12. We now have the tools to prove our final result via \textbf{trilateration}. Much like distance information from cell towers can be used to trilaterate one’s position, we will leverage Lemma B.3 and use distances from decision boundaries \( \{(c_i, b_i)\}_{i \in [N_{rank}]} \) to constrain the positions.

\[ \text{Theorem B.4 (Trilateration Theorem).} \quad \text{If } C \text{ is full-rank, then } \hat{Y}(t), t, b, \text{ and } C \text{ are sufficient to reconstruct the exact value of } \mu(t), \text{ the mean of } X(1), \ldots, X(t), \text{ which is also the optimal estimator for } x^*. \]

\[ \text{Proof.} \quad \text{We may prove this claim by providing an algorithm to reconstruct } \mu(t) = \text{mean}(X(1), \ldots, X(t)) \text{ from } \hat{Y}(t), C, \text{ and } t. \text{ Invoke Lemma B.3 to compute the signed projection distance between } \mu(t) \text{ and each decision plane } (c_i, b_i). \text{ Let } k = [k_1, \ldots, k_M]^\top \text{ where each } k_i \text{ corresponds to decision boundary } c_i. \text{ Then the mean } \mu(t) \text{ must satisfy} \]

\[ C\mu(t) = k + b \quad (13) \]

Thus, for full rank \( C \), we will have a uniquely determined \( \mu(t) \) value. \( \square \)

\[ \text{Theorem B.5 (Optimal Representation Theorem, Linear Case).} \quad \text{Any system that optimally estimates } \hat{Y} \text{ based on noisy measurements } \{X(1), \ldots, X(t)\} \text{ must implicitly encode a representation of optimal estimator } \mu(t) = \text{mean}(X(1), \ldots, X(t)) \text{ in its latent state } Z(t) \text{ if decision boundary matrix } C \text{ is full rank.} \]

\[ \text{Proof.} \quad \text{This follows from the data processing inequality. We begin with the following Markov chain:} \]

\[ x^* \rightarrow \{X(1), \ldots, X(t)\} \rightarrow Z(t) \rightarrow \hat{Y}(t) \rightarrow \mu(t) \quad (14) \]

Put more simply, we have \( x^* \rightarrow Z(t) \rightarrow \mu(t) \). Applying the data processing inequality, we obtain

\[ I(x^*; Z(t)) \geq I(x^*; \mu(t)) \quad (15) \]

where \( I(\cdot; \cdot) \) denotes the mutual information between two variables.

Since \( \hat{X}(t) \) is the optimal estimator of \( x^* \) given measurements \( \{X(1), \ldots, X(t)\} \), \( I(x^*; \mu(t)) \) = \( H(\mu(t)) \). Therefore \( I(x^*; Z(t)) \geq H(\mu(t)) \), implying that \( I(Z(t); \mu(t)) = H(\mu(t)) \). In other words, \( Z(t) \) must contain all the information of \( \mu(t) \), and \( \mu(t) \) must be expressible as a deterministic function of \( Z(t) \). \( \square \)

Theorem B.5 boils down to the observation that the confidence associated with each \( \hat{Y}_i \) in \( \hat{Y}(t) \) are measures of distance between an implied estimate of \( x^* \) (denoted \( \mu(t) \)) and classification boundary \( i \) (denoted \( c_i, b_i \)). \( \hat{Y} \) specifies the position of \( \hat{X} = \mu \) via “coordinates” defined by decision boundary normal vectors \( c_1, \ldots, c_{N_{\text{rank}}} \).

For sub-optimal estimators of \( \hat{Y} \), we may still obtain an understanding of the implied estimate \( \hat{X} \) using the same methods. In fact, the machinery of least-squares estimation for \( Ax = b \) provides a readily accessible formula for \( \hat{\mu} \) in sub-optimal estimators of \( \hat{Y} \) (Equation 13) in the form of the Moore-Penrose pseudoinverse:

\[ \hat{\mu} = (C^\top C)^{-1}C^\top(k + b) \quad (16) \]

Conveniently, if the estimation errors in sub-optimal \( \hat{Y} \) have a mean of zero, additional decision boundaries in \( C \) (e.g., beyond the minimum \( D \) linearly independent boundaries) result in improved estimation of \( x^* \) by the central limit theorem, thus generalizing our results to sub-optimal estimators.

\[ ^2 \text{Trilateration differs from triangulation, and it is more frequently used in practice. Triangulation is when one has angle information w.r.t. the cell towers. Usually, this is not available so one trilaterates their position in practice. This more closely matches our setting, where we just have distances information w.r.t. the decision boundaries and must determine the position.} \]
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B.3 Optimal Representation Theorem (General Case)

We extend the results from the linear case (Theorem B.5) to the general case where observations are transformed by an injective observation map \( f \) in Theorem B.6.

**Theorem B.6** (Optimal Representation Theorem). Let \( \mathbf{x}^* \in \mathbb{R}^D \) be a latent disentangled representation for linear binary classification task \( y(\mathbf{x}^*) \in \{0, 1\}^{N_{\text{task}}} \) and \( \mathbf{X}(t) = f(\mathbf{x}^* + \sigma\mathcal{N}(0, I_D)) \) be noisy observations transformed by an injective observation map \( f \).

If \( \mathbf{C} \in N_{\text{task}} \times D \) is a full-rank matrix representing the decision boundary normal vectors in \( \mathbb{R}^D \) and \( N_{\text{task}} \geq D \), then any optimal estimator of \( y(\mathbf{x}^*) \) must encode an optimal representation of the latent variable \( \mathbf{x}^* \) in its latent state \( \mathbf{Z}(t) \). Furthermore, the mutual information between \( \mathbf{x}^* \) and \( \mathbf{Z}(t) \) is at least as great as the entropy of the theoretically optimal estimator \( \mu(t) \), ensuring that all the information of \( \mu(t) \) is contained in \( \mathbf{Z}(t) \). Consequently, \( \mu(t) \) – the optimal estimate of \( \mathbf{x}^* \) based on \( f(X(1)), \ldots, f(X(t)) \) – can be written as a deterministic function (Equation 17) of latent state \( \mathbf{Z}(t) \).

\[
\mu(t) = (\mathbf{C}^\top \mathbf{C})^{-1} \mathbf{C}^\top \left( \frac{\sigma}{\sqrt{\tau}} \Phi^{-1}(g(Z(t))) + \mathbf{b} \right)
\]

**Proof.** We use proof by contradiction to extend the linear case of the general representation theorem to account for injection observation maps \( f \) that map \( \mathbf{X}(t) \) before they are input to \( \mathbf{Z}(t) \). Assume toward a contradiction that there exists a superior way of computing \( \hat{Y} \) based on injectively mapped \( f(\mathbf{X}(t)) \) other than learning \( f^{-1} \) and following the same procedure as when \( \mathbf{X}(t) \) was fed in directly (which we derived the optimal estimator for in Lemma B.1 and Lemma B.2). This assumption implies there is some additional information in \( f(\mathbf{X}(t)) \) that is not in \( \mathbf{X}(t) \), violating the data processing inequality.

Formally, consider the following Markov chain:

\[
\mathbf{x}^* \rightarrow \{\mathbf{X}(1), \ldots, \mathbf{X}(t)\} \rightarrow \mathbf{Z}(t) \rightarrow \hat{Y}(t) \rightarrow \mu(t).
\]

Since \( f \) is injective, \( f^{-1} \) exists, making \( f(\mathbf{X}(t)) \rightarrow \mathbf{X}(t) \) an equivalent transformation in terms of information content. Hence, any optimal estimator that processes \( f(\mathbf{X}(t)) \) can only perform as well as if it had directly processed \( \mathbf{X}(t) \).

Applying the data processing inequality, we have:

\[
I(\mathbf{x}^*; \mathbf{Z}(t)) \geq I(\mathbf{x}^*; \mu(t)),
\]

where \( I(\cdot; \cdot) \) denotes the mutual information between two variables. Since \( \mathbf{X}(t) \) is the optimal estimator of \( \mathbf{x}^* \) given measurements \( \{\mathbf{X}(1), \ldots, \mathbf{X}(t)\} \), \( I(\mathbf{x}^*; \mu(t)) = H(\mu(t)) \). Therefore, \( I(\mathbf{x}^*; \mathbf{Z}(t)) \geq H(\mu(t)) \), implying that \( I(\mathbf{Z}(t); \mu(t)) = H(\mu(t)) \). In other words, \( \mathbf{Z}(t) \) must contain all the information of \( \mu(t) \), and \( \mu(t) \) must be expressible as a deterministic function of \( \mathbf{Z}(t) \).

To complete the proof, we show that \( \mu(t) \) can be reconstructed from \( \mathbf{Z}(t) \). Given the full-rank matrix \( \mathbf{C} \), we can use the same trilateration process as in the linear case. The optimal estimate \( \mu(t) \) can be written as:

\[
\mu(t) = (\mathbf{C}^\top \mathbf{C})^{-1} \mathbf{C}^\top \left( \frac{\sigma}{\sqrt{\tau}} \Phi^{-1}(g(Z(t))) + \mathbf{b} \right),
\]

where \( g(Z(t)) \) represents the transformation from the latent state to the classification probabilities. This completes the proof by showing that \( \mu(t) \) is a deterministic function of \( \mathbf{Z}(t) \).

Motivated by the similarity between \( \Phi(z) \) and \( \tanh(z) \), we show that the two can be approximately canceled in Equation 17 implying that \( \mu(t) \) can be reconstructed with high accuracy with a linear-affine transformation (e.g., linear decoding) when \( g = \tanh \). This implies that \( \mathbf{Z}(t) \) contains a linear disentangled representation of \( \mu(t) \).

**Corollary B.7.** If the readout function \( g \) is \( \tanh \), then the reconstruction equation for \( \mu(t) \) from \( \mathbf{Z}(t) \) can be simplified using the approximation \( \Phi(z) \approx \frac{1}{2} \tanh(z) + \frac{1}{2} \). Consequently, \( \mu(t) \) can be expressed directly in terms of \( \mathbf{Z}(t) \) without the need for the inverse CDF.

\[
\mu(t) \approx \frac{2\sqrt{3}\sigma}{\pi \sqrt{t}} (\mathbf{C}^\top \mathbf{C})^{-1} \mathbf{C}^\top \mathbf{Z}(t) + (\mathbf{C}^\top \mathbf{C})^{-1} \mathbf{C}^\top \mathbf{b}
\]

(21)
Proof. Consider the readout function \( g \) given by \( g(Z(t)) = \hat{Y}(t) = \frac{1}{2} \tanh(Z(t)) + \frac{1}{2} \). To show that this function allows for linear decoding of \( x^* \) from \( Z(t) \), we need to leverage the similarity between \( \tanh \) and \( \Phi \).

The normal distribution CDF \( \Phi(z) \) and the function \( \frac{1}{2} \tanh(z) + \frac{1}{2} \) are known to be very similar, as both functions are sigmoid-like, centered at zero, and asymptotically approach 0 and 1 [14].

Page [58] proposed a simple approximation of \( \Phi \) via \( \tanh \). Eliminating higher order terms, their approximation is \( \Phi(x) \approx \frac{1}{2} \tanh\left(\frac{2}{\sqrt{3}} x\right) + \frac{1}{2} \). We found the following first-order approximation yielded a superior mean squared error:

\[
\Phi^{-1}\left(\frac{1}{2} \tanh(z) + \frac{1}{2}\right) \approx \frac{2\sqrt{3}}{\pi} z.
\]

Using this approximation, we can express \( \Phi^{-1} \) in terms of \( \tanh \):

\[
\Phi^{-1}\left(\frac{1}{2} \tanh(z) + \frac{1}{2}\right) \approx \frac{2\sqrt{3}}{\pi} z.
\]

Substituting this approximation into the reconstruction equation for \( \mu(t) \) from Theorem B.6

\[
\mu(t) = (C^\top C)^{-1}C^\top \left(\frac{\sigma}{\sqrt{t}} \Phi^{-1}\left(\frac{1}{2} \tanh(Z(t)) + \frac{1}{2}\right) + b\right)
\approx (C^\top C)^{-1}C^\top \left(\frac{\sigma}{\sqrt{t}} \left(\frac{2\sqrt{3}}{\pi} Z(t)\right) + b\right)
= \frac{2\sqrt{3}\sigma}{\pi \sqrt{t}} (C^\top C)^{-1}C^\top Z(t) + (C^\top C)^{-1}C^\top b.
\]

Therefore, we have shown that \( \mu(t) \) can be expressed as a linear transformation of \( Z(t) \) when the readout function \( g \) is \( \tanh \). This confirms the corollary.

\[\square\]

B.4 Discussion

The theoretical results presented in this appendix, particularly the Optimal Representation Theorem (Theorem B.6), provide insights into the factors driving representational convergence and alignment in neural networks and, more generally, any optimal multi-task classifier in the setup shown in Figure S2. This theorem establishes a clear connection between the latent representations learned by optimal multi-task classifiers and the true underlying data representation, offering a principled explanation for the emergence of disentangled representations aligned with the intrinsic structure of the data.

Assumptions and Limitations: One important consideration is the assumptions made about the noise distribution and the posterior probabilities over decision boundaries. While our main derivations assume Gaussian noise for analytical tractability, we note that the key property enabling our results is that the posterior probabilities correspond to distances from the decision boundaries in a well-behaved manner (Lemma B.3). Intuitively, this requires that the posterior distribution has a single center of mass, and integrating probability over half-spaces yields a monotonic distance function. Gaussians naturally satisfy this property as maximum entropy distributions for a given variance. Extending our results to other noise distributions satisfying similar properties is an interesting direction for future work.

Connection to Manifold Hypothesis: Our theoretical results have important implications for the manifold hypothesis, which posits that real-world high-dimensional data tend to lie on or near low-dimensional manifolds embedded in the high-dimensional space [23][15]. The key insight is that our proofs show an optimal multi-task classifier must encode an estimate of the abstract coordinates of the true underlying environment state in its latent representation. Consider the abstract space in which \( x^* \) resides, denoted \( \mathcal{X}^* \). The injective observation map \( f : \mathcal{X}^* \to \mathcal{X} \), where decision
Figure S4: (A) $x^*$ is noised before being transformed by injective observation map $f$, resulting in observations $f(X(t))$ lying on the image of $f$ (here $f$ is a 2D folded surface).
(b) $x^*$ is first transformed by injective observation map $f$ and noise is added afterward, resulting in observations $f(x^*) + \sigma N(0, I)$ that do not lie on the image of $f$.

boundaries $y_i: \mathcal{X}^* \to \{0, 1\}$ are linear. Our results imply that an optimal classifier’s latent state $Z(t)$ must encode abstract coordinates in $\mathcal{X}^*$ rather than ambient coordinates $\mathcal{X}$.

The injective observation map $f$ aligns closely to the typical conception of a data manifold (e.g., if $f \in C^1$ or $f \in C^n$, as described in [71]). The abstract space $\mathcal{X}^*$ can be seen as the intrinsic coordinate system of the manifold, while $f$ maps these coordinates to the high-dimensional observation space $\mathcal{X}$. Our findings suggest that an optimal classifier will implicitly learn to invert this mapping to recover the abstract coordinates. Moreover, for natural data where the manifold hypothesis holds, the learned latent representation would plausibly capture the manifold structure, as this is essential for disambiguating noisy observations and estimating the true underlying state. The low-dimensional manifold structure is a key prior that an optimal classifier can (and in our case must) exploit to improve its performance.

**Ordering of Noise and Observation Map:** The ordering of the noise and the non-linear observation map matters for the latent space representation. When the noise is applied before the observation map, the noisy observations are constrained to lie on a manifold with the same intrinsic dimension as the true latent space $\mathcal{X}^*$. In contrast, when the noise is applied after the observation map, the noisy observations can deviate from the low-dimensional manifold, potentially introducing degeneracy where two noised observations arising from different $x^*$ may appear identical (i.e., non-injective). Imagine $\mathcal{X}^*$ as a 2D piece of paper. An injective, smooth, continuous observation map $f: \mathcal{X}^* \to \mathcal{X}$ where $f$ maps the sheet of paper $\mathcal{X}^*$ into a crumpled ball in $\mathcal{X}$. If you add noise after the mapping, a point on one corner of the paper could get “popped out” of the 2D manifold by the noise and end up far away on the crumpled surface if you were to examine it flattened out (illustrated in Figure S4).

The curvature of the observation map $f$ and the level of noise $\sigma$ are fundamental factors influencing the extent of the degeneracy introduced by the noise after the observation map. High curvature in $f$ can make the intrinsic geometry of the data more challenging to identify (e.g., more tightly crumpled paper). Large noise levels can push observations further from the underlying manifold, similarly worsening the potential degeneracy in the observations. Interestingly, this degeneracy is a key concern in work on visual predictive coding for map learning by Gornet and Thomson [26]. They demonstrate that a predictive coding network can learn to map a Minecraft environment with visually degenerate states by integrating information to perform predictive coding along trajectories within the environment.

**Connection to the Platonic Representation Hypothesis:** Our results provide a new perspective on the Platonic representation hypothesis [34]. The Platonic representation hypothesis suggests that the convergence in deep neural network representations is driven by a shared statistical model of reality, like Plato’s concept of an ideal reality. Convergence of representations is analyzed in terms of
similarity of distances between embedded datapoints among AI models trained on various modalities. While the authors of the hypothesis argue that energy constraints might lead to divergence from a shared representation for specialized tasks, our Optimal Representation Theorem suggests that the key factor driving convergence is the diversity and comprehensiveness of the tasks being learned. As long as the tasks collectively span the space of the underlying data representation, convergence to a shared, reality-aligned representation can occur, even in the presence of energy or computational limitations. Our theoretical results amount to a necessary condition for optimal multi-task classifiers to represent a disentangled representation of the data within their latent state. With energy constraints, extraneous network activity may be regularized out of the model, resulting in greater alignment between disentangled representations in energy constrained models that “understand” the Platonic nature of reality. The very energy constraints [34] suggest may lead to divergence could actually facilitate convergence of the platonic representations, as they may encourage the learning of simple, generalizable features that capture the essential structure of the data. This insight opens up interesting avenues for future research on the interplay between task diversity, energy constraints, and the emergence of shared representations. Finally, energy constraints have been shown to naturally lead to predictive coding [1], tightening the relationship between energy efficiency, prediction, and cognitive map learning.

**Implications and Future Directions:** The theoretical analysis presented in this appendix sheds light on the factors driving the emergence of disentangled representations in neural networks and their alignment with the intrinsic structure of the data. By formalizing the conditions under which learned representations recover the true underlying data manifold, our work provides a foundation for understanding the remarkable success of representation learning across diverse domains. Avenues for future research include extending our results to more general noise distributions, exploring the sample complexity of learning under different observation maps and noise levels, and empirically validating the convergence of representations across models and modalities in the context of task diversity and energy constraints.
C Supplementary figures

Table S1: **Hyperparameter values for RNN training.** These values apply to all simulations, unless otherwise stated. $\tau = 100\,\text{ms}$ was chosen as a conservative estimate of membrane time constant. $\sigma$ was varied in simulations (e.g. Figure 3b). We found that free RT tasks benefited from a higher learning rate. Other hyperparameters worked out of the box.

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
<th>EXPLANATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta t$</td>
<td>100 ms</td>
<td><strong>Euler integration step size</strong></td>
</tr>
<tr>
<td>$\tau$</td>
<td>100 ms</td>
<td><strong>Neuronal time constant</strong></td>
</tr>
<tr>
<td>$N_{\text{neu}}$</td>
<td>64</td>
<td><strong>Number of hidden neurons</strong></td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.2</td>
<td><strong>Input noise standard deviation</strong></td>
</tr>
<tr>
<td>$T$</td>
<td>20</td>
<td><strong>Trial duration (in $\Delta t$s)</strong></td>
</tr>
<tr>
<td>$\eta_0$</td>
<td>0.001/0.003</td>
<td><strong>Adam learning rate fixed/free RT</strong></td>
</tr>
<tr>
<td>$B$</td>
<td>16</td>
<td><strong>Batch size</strong></td>
</tr>
<tr>
<td>$N_{\text{batch}}$</td>
<td>$10^5$</td>
<td><strong>Number of training batches</strong></td>
</tr>
<tr>
<td>$D$</td>
<td>2</td>
<td><strong>Dimensionality of latent space</strong></td>
</tr>
</tbody>
</table>
Figure S5: Details of learned representations and of learning. (a) Representation after the decoder. 3 out of 40 features were chosen randomly to be displayed. Compared to Figure 1d the representations wrap around non-linearly, and the quadrants are overlapping. The RNN needs to invert the non-linear mapping and remove the noise to arrive at disentangled representations. (b) Individual trial examples from network in Figure 1c. Plotting conventions same as in Figure 1d, except here every trial has been mapped to a separate color (lines and final dot). The ground truth $x^*$ for these example trials is shown in the bottom right, and the attractors have been made transparent for better visibility. Note that these trials include noise, like the ones the network has been trained on. As can be seen, the network maintains a sense of metric distances in the 2D space: examples close in state space are also close in representation space. (c) Representation early in learning, for a network trained with 1/4 of the examples compared to Figure 1d. The representation is not abstract yet, however it is visible how the quadrants start separating and the attractors start spreading in the 2D manifold. (d) Same as in b, but for network with a delay period of 500 ms (5 darker dots at the end of trajectories). Activity remains localized after the removal of the evidence streams, maintaining a short-term memory of the joint evidence with only minor leaks. (e) Representation learned in a network trained without input noise ($\sigma = 0$). Trajectories separate from the beginning, and there is no pressure to learn a 2D continuous attractor anymore. (f) Train and test errors for linear decoder for the OOD generalization task. Transparent lines correspond to different quadrants while opaque lines to the average across quadrants for one network.
Figure S6: **Disentanglement and factor correlations.** (a) We introduce strong correlations in the latent factors, rendering parts of the state space virtually invisible to the network during pre-training (trained for a total of 24 classification tasks). (b) Despite that, generalization performance is excellent for correlations very close to 1. Once the factors are perfectly independent, performance drops significantly. This implies that the network can learn a disentangled representation from correlated inputs, as long as there is some signal about the factors independently. This finding goes beyond [38] to show that the multi-task learning setting allows OOD generalization when the distribution during training the RNN itself is vastly different that the one during testing.
Figure S7: **RNN activations and relation to latent variables.** (a) Steady-state firing rates of hidden layer of RNN in Figure 1c, while systematically varying $x_1$ and $x_2$ from -0.5 to 0.5. Firing rates for a total of 64 neurons are plotted in 8*8 grids, one for each value of $x_1$ and $x_2$. (b) Correlation coefficient of steady-state firing rates with $x_1$ and $x_2$, respectively.
Figure S8: **Representations for a multiplicative task and for continual learning.** (a) Classification lines for the multiplicative task. There is a total of 48 classification lines, 12 per quadrant. (b) Top 3 PCs of RNN activity over trials. The network still learns a two-dimensional continuous attractor, however the trajectories of different quadrants separate. (c) The network learns an abstract representation when trained for the linear and multiplicative tasks in interleaved batches, and unlike in (b) the trajectories of different quadrants do not separate.
Figure S9: **RNN simulations confirm and extend theoretical predictions.** (a) OOD $r^2$ for free RT network required to report its estimate of $x^*$ at different times. Maximum network $r^2$ matches optimal multi-task classifier theory predictions (Equation 7). (b) We now let task demands cover only half the state space, i.e. let the 24 classification lines only cover quadrants 1 and 3. (c) Top 3 PCs of RNN activity over trials for network trained in classification lines that cover half of the state space. The network still learns a two-dimensional continuous attractor, however the representation now is not disentangled, compared to Figure 1d. For example notice how the representation of the blue and green quadrants has collapsed in the absence of task demands, and how the yellow quadrant lies on a different 2D plane than the red.